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1 Introduction
Robotics today has a wide variety of applications. However, the methodology for robotic movement is by no means optimized.  Current industry systems require initial orientation of the appendage is set for proper behavior. In a system where the orientation continuously changes, the user loses the ability achieve precise control, and potential of the robot is not fully recognized.

In an attempt to eliminate this restriction, Dr. Skaar of the University of Notre Dame has a built a complex hardware platform that implements vision based controls.  The user manipulates a pan/tilt controlled laser pointer to select a location where he or she desires a robotic arm to move to.  Image differencing algorithms are used to determine the exact location of the pointer, and direct the robotics accordingly. A minimum of two cameras is necessary for controls in the three-dimensional world. Thought the implementation is costly, the potential of the robots is more fully realized with the additional hardware platform. 

There are many flaws in Dr. Skaar’s current setup. It is restricted to the lab environment. Control of the pan/tilt analog cameras is done through a designated computer which sends commands through a serial interface to move the camera, and to locate the laser for a given area.  No only is reliance on serial ports becoming quickly outdated, the hardwired connection is seriously limiting factor on the range the user can be from the system.  If outdoor use of the robot is desired, it would be unreliable and costly to station a specific computer with cameras, frame grabbers, etc. 

The goal of our project first to update the hardware currently being used in the system, so that it can be more easily used and updated into the future.  Secondly, we would like to make the system wireless, greatly expanding its range and potential applications.  
2 Problem Statement and Proposed Solution

The overarching purpose of this project is to maintain the current functionality vision based robotics controls which a more updated camera platform and that can be remotely controlled and no longer relies on a designated computer.  

To improve reliability to the hardware, we must update the outdated technology it is currently running on.  These updates include: moving away from serial connection towards USB connection, updating the cameras from analog to digital, and to make the new solution small, inexpensive, and easily implemented. 

 The changed to a new USB connection will allow the solution to interface with most every computer in today’s society, and the update to digital should allow from a more straightforward data transfer from the computers and maybe the option of digital zoom. Gearing to towards a small size, an inexpensive costs, and easily implemented is meant to leave the solution user friendly.

The second stage of the problem is to form a way to operate the cameras remotely.  This will include, removing the need for the PC to have a specific platform and, making sure the platform can relay the information back to the host through wireless communications.

The removal of need of a specific PC platform removes the idea that they need one specific computer, making it more flexible and accessible. Yet, it still must ensure the relay of information or else the system will no longer be functional.

3 System Description and Block Diagram
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Figure 1: Overall System Block Diagram

PC/User Interface:
A computer will remain the mode of human control of the system.  A graphical user interface (GUI) will allow the user to control and view images a camera.  The software will make use of image differencing algorithms developed by Dr. Skaar’s research group that allows the user to direct a robotic arm to a specific location by selecting that spot on a captured image.  

USB Data Connection
Communication between the PC and the camera will be accomplished by a USB connection from the computer to the microcontroller.  From the computer, output data will be commands to pan/tilt unit controlling the camera’s orientation, and instructions to the camera detailing when to capture an image and zoom requirements (if available).  Input information will be the digital images.  

Microcontroller
The microcontroller will act as the gate keeper and manager of information going in and out of the camera system.  It will be responsible for converting the USB control commands from the PC into analogous serial signals, and correctly relaying them to the pan/tilt unit and the camera.  Also, the microcontroller will be responsible for taking in the digital images and sending them back to the computer over the USB.

Pan/Tilt Unit
The pan/tilt provides a mobile mounting platform for the camera.  It takes in serial commands to move the camera from side-to-side or up-and-down.  This allows the user to change what is captured by the camera.

Digital Camera
The digital camera is responsible for actually taking the picture and outputting and electrical signal carrying the image information.  The camera will take in commands from the microcontroller as to when to take and image.  Depending on the final camera selected, it might also take in commands to perform digital or mechanical zoom.

Analog Image Capture and Digital Signal Processor

Depending on the camera selected, this hardware may or may not need to be implemented separately.  The Analog capture collects the analog data from the actually camera apparatus and feeds it to the digital processor.  The processor in turn converts the information into a digital image file.  This is then fed to the microcontroller to be relayed back to the user’s computer and displayed.             
4 System Requirements

4.1 Overall System:

The overall system should continue to implement Dr. Skaar’s robotic control methods while removing the restrictions of space and a reliance on outdated hardware.
There will be a platform with a single interface that connects the user’s computer to the digital cameras and the pan/tilt units. This platform should be able to communicate to the devices attached to it and the computer terminal. It will communicate with the terminal initially using USB, and later via wireless communication.

There will also be a terminal program that should have the ability to take and input commands for the pan/tilts, cameras, and lasers from the user and output them to the platform.  This terminal program should also be able to receive a digital file and display it for the user.  This program would have the ability to interface with multiple camera units.   
The terminal program should also allow from the computer to be replaced. The computer in which the terminal program is open from should be able to act as the control platform for the components (cameras, pan/tilts, lasers, etc.), and the program would probably be easily run from the internet or flash drive.

4.2 Subsystem Requirements:

The platform that we will build must first be able to transmit data from the camera unit to the PC. The transmission of data from the camera to the computer requires a wireless connection. This wireless connection would be executed using MatchPort b/g chip from Latronix. It is able to take a serial input and broadcast via wireless b or g and comes with software to set up and net based server. 

The transmission from the pan/tilt unit from the computer will also be done by this platform. This transmission of the data probably be based of the current technology that we currently have in Dr. Skaar’s setup, but we are looking at other options as well, including SPT100.

The cameras/image capturing device could be a number of things including: ¼ Color camera C3088-3702IR, a CMOS camera module capable to sending a digital output, or the cameras that Dr. Skaar current has. Yet, independent of what the camera will be, the camera that we choose will be direction connected to the platform, which will be made to do image processing. 

4.3 Future Enhancement Requirements
4.3.1 Expandable to Multiple Cameras
While likely our system will start with just a single camera module because of time and cost constraints, the system should be easily expandable to integrate at least 2 cameras to allow for 3-dimensional control.  This involves making sure the microcontroller has enough I/O to connect to multiple cameras, or can effectively an external bus to multiplex the both the serial commands and the image capture.  In addition, the computer GUI should be designed in a way that the user can easily control multiple cameras and modify the total number of cameras being used.
4.3.2 USB to Wireless Interface 
While the first release of the controller board will feature a USB connection between the PC and the microcontroller, the system will ideally be upgraded to have the option of a wireless interface.  This will allow the user to easily vary their oration to and distance from the system.  To accommodate this option in the initial design, the wireless communication protocol will be chosen during this phase of the design.  A microcontroller will be chosen that either includes or can interface with the necessary communication hardware and can accomplish the necessary data processing on the software side.  Additionally, the ability of the PC hardware and software to communicate wirelessly will be accounted for.     
5 High Level Design Decisions
Broken down by subsystem and major interface, this section presents your high level design of each subsystem or interface. 
For each subsystem or major interface, you should describe the function or interface and the appropriate technologies that will go into the subsystem. The decision level here is not necessarily to the specific part, but rather to a technology.

For example, if your system is using a wireless interface, your design should include the choices you considered for the wireless interface, the technology you chose to use, and why that technology choice was made (requirement such as size, cost, speed, power, etc. might all be issues for a wireless technology.) The specific part that you will be using can be left to the low level design.

In like fashion, if a subsystem contains embedded intelligence, it is not necessary to specify the specific microcontroller that you will be using. The requirements listed earlier should allow you to specify a class of microcontrollers (based again on requirements like cost, power (electrical), power (processing power), I/O and interface requirements, etc.)

6 Major Component Costs

Specify the costs of your major system components. This should allow you to have a rough cost estimate of your system.

7 Conclusions
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